This paper deals with cavity flow physics and its passive control by means of a spanwise cylinder. Two configurations are considered. First, a laminar study of a flow over an unconfined square cavity at a low Reynolds number (7500) is presented. Global stability results are shown, allowing the identification of the driving mechanisms of the cavity flow: the aeroacoustic feedback mechanism ([18]) and the acoustic resonance mechanism [4]. When both mechanisms interact, the growth rate of the global modes is seen to display a local maximum. At low Mach numbers, we suggest that it is still the feedback aeroacoustic mechanism that selects the frequency mode, the acoustic resonance mechanism only enhancing the response. Second, we study the dynamics of a turbulent deep cavity flow in a transonic regime. Global modes and sensitivity results are shown and compared to experimental data, with and without control cylinder. Concerning the baseline (without control), RANS and URANS simulations, based on the $k-\omega$ model of Wilcox, display very good agreement with experiments. Also, the sensitivity map obtained numerically is extremely close to the experimental control map obtained by moving a small control cylinder in the upstream boundary layer and the shear-layer. Different interpretation elements are discussed.

Cavity flows as a source of unsteady loads and noise

Historical note

The flow that develops over an open cavity is a generic example of self-sustained fluidic oscillations. Other flows of this type are shock oscillations on the suction side of a wing profile at a high (subsonic) Mach number and high angles of attack, impinging jets, combustion instability phenomena, or bluff bodies. These self-sustained oscillating flows result from complex interactions between fundamental mechanisms comprising hydrodynamic instabilities, vortex dynamics, acoustic wave propagation and turbulence. In the compressible regime, the impingement of vortices induced by Kelvin-Helmholtz instabilities, which develop in the shear-layer over the cavity, generates acoustic pressure waves travelling upstream. These pressure waves excite the Kelvin-Helmholtz instabilities, which closes the feedback loop. As a result, specific frequencies are selected. This interaction can be the source of unsteady loads and noise, which can be detrimental to the obstacle surroundings. Indeed, even if the acoustic energy only represents a weak part of the total mechanical energy of the system ($E_{ac} \approx 10^{-3} E_{mech}$), high acoustic levels can be reached. Cavity flows have been studied since the 1950s, motivated by aeroacoustics, aero-elasticity and aero-optics applications. In military applications [6], [8], weapon bays are subjected to oscillations that can enter in resonance with the modes of the aircraft structure. Image distortion due to cavity flow effects is a great concern for in-born observations. During the landing and take-off of transport aircraft, landing gears are important sources of noise [7]. Cavity flow phenomena also concern ground transportation. Car sun-roofs and windows, and the shallow cavities receiving the pantograph in trains are classical examples.

Driving mechanisms

In a cavity flow, it is generally acknowledged that two physical mechanisms are at play. First, the feedback aeroacoustic mechanism, described by [18], induces self-sustained oscillations. Small disturbances are amplified along the shear layer by the Kelvin-Helmholtz instability and convected downstream. The impact of these structures upon the cavity trailing edge leads to the formation of acoustic waves traveling upstream up to the sensitive region located at the leading edge. This process is visible in figure 1, where the large vortical structures of the shear layer and the pressure waves are clearly visible.
visible thanks to a Schlieren system. Second, [4] modeled empirically the resonant response of deep cavities, which is linked to the presence of acoustic standing-waves inside the cavity. Henceforth, this phenomenon is referred to as the acoustic resonance mechanism. This phenomenon occurs when the acoustic wavelength is of the same order as the length (or depth) of the cavity. The feedback aeroacoustic mechanism can be enhanced by injection of standing-wave resonances [17]. However, [25] stated that a theory combining both mechanisms is still lacking.

Recent advances improving the understanding of cavity flow physics are described in the section “The physics of cavity flows: new results” [26], [27]. We will show that a global stability analysis is a relevant theory to, first, capture the two aforementioned mechanisms, the feedback aeroacoustic and the acoustic resonance mechanisms, and second, to show that a similar mechanism is at play in the incompressible and the compressible regimes.

Control of cavity noise

Many control techniques have been tested in order to reduce the cavity acoustic tones with variable results. Both active and passive control systems have been used (see article review of [2]). Passive control devices are the easiest to implement and a wide variety of systems were tested, in particular: spoilers, mass injection and modification of the cavity leading and/or trailing edge. These concepts sometimes proved to be very effective in reducing energetic tones but, in general, they did not succeed in suppressing multiple acoustic modes simultaneously. The effect of a spanwise cylinder in compressible crossflow parallel to the leading edge of the cavity is another passive device that proved to be very efficient, as shown first by [13]. This control system has been subsequently described by [22], [23], [9] and [15]. Some active control methods have been also tested, where small amplitude disturbances are introduced by means of unsteady flow injections or flapping actuator devices. Control by open-loop forcing or feedback control strategies have been also tested [19], [20].

In [28], an experiment was performed where the evolution of the pressure spectrum energy was measured as a function of the cylinder position within the upstream boundary layer and the shear layer of the cavity. This experiment will be described in the section “The passive control of cavity flows”. From this experiment, a sensitivity map that favorably compares with the theory was deduced, showing that the regions where cavity tones are controlled are the regions where the global modes are stabilized.

The physics of cavity flows: new results

As mentioned above, cavity flow physics stems from a global mechanism that couples hydrodynamics (the shear layer) and acoustics (pressure waves). Note that a local approach for the hydrodynamic part is not recommended due to the global nature of this physics. A global approach based on a hydrodynamic global stability analysis also successfully described the dynamics of other flows, such as shock-induced transonic-buffet [3], shock wave/laminar boundary layer interaction [16], flow around a swept parabolic body [11] or axisymmetric wake flows [14].

In this section, we will present results using the global stability analysis for two cavity cases [27], [28].

Global modes: principle

The equations governing the flow dynamics can be written in the form

\[ \partial_t W = R(W) \]  

where \( W \) represents the aerodynamic field and \( R(W) \) represents the residual. \( W \) denotes either the divergence-free velocity field in the case of the incompressible Navier-Stokes equations \( W = (U,p)^T \), or a set of variables containing the density, the velocity field and the energy in the compressible case \( W = (\rho, U, T)^T \).

The base flow \( W_0 \), an equilibrium point of eq. (1), is defined by:

\[ R(W_0) = 0 \]

The dynamics of the small perturbations \( w \) superimposed on this field are governed by \( \partial_t w = A(w) \), where \( A \) is the Jacobian operator linked to the residuals \( R \) by the relation \( A = \left. \frac{\partial R}{\partial W} \right|_{W_0} \).

The perturbation is then sought in the form of normal modes \( w(x, y, t) = \hat{w}(x, y)e^{i(\sigma t + \omega n)} \), where \( \sigma \) and \( \omega \) represent the temporal growth rate and the frequency of the global mode \( \hat{w} \), respectively. When \( \sigma > 0 \) (resp. \( < 0 \)), the base flow is unstable (resp. stable).

Substituting \( w \) leads to a generalized eigenvalue problem for \( \lambda = \sigma + i\omega \) and \( \hat{w} \):

\[ A \hat{w} = \lambda \hat{w} \]  

In figure 2, an example of global spectrum obtained at \( M=0.8 \) is displayed in the \( (\sigma, \omega) \) plane. There are eleven unstable modes whose convergence has been checked by varying the mesh refinement [27].
Mach effects on the global modes

In this paragraph, new insights on the cavity dynamics are presented. They concern the dependency of the unstable global modes with the Mach number and the link between the incompressible and the compressible regimes. Results are extracted from [27] dealing with a laminar flow passing above an unconfined square cavity. The Reynolds number based on the cavity length is set at ReL = 7500, sufficient to be unstable [21], while the Mach number has been varied from the incompressible regime (M = 0) to high subsonic compressible regime (M = 0.9).

Interaction between feedback aeroacoustic mechanism and acoustic resonance mechanism

The interaction phenomenon between the feedback aeroacoustic and acoustic resonance mechanisms has already been observed in experiments and simulations by monitoring acoustic pressure levels. For example, in the case of a deep cavity of length-to-depth ratio equal to 0.66, [1] analyzed the pressure spectrum by varying the Mach number between low Mach numbers up to M = 0.5. Block observed several peaks evolving as a function of the Mach number and noticed that the amplitude of these peaks is the greatest when the aeroacoustic feedback curves (n = 1, 2) (see Eq. (4)) match with the first acoustic resonance curve of [4]. The aeroacoustic feedback mechanism has been formulated by [1] as,

\[ St = \frac{n - \gamma}{1 + M} \]

where \( n \) is the mode number, \( \kappa \) is the ratio between the convection speed of the vortices and the free-stream velocity, \( M \) is the Mach number and \( \gamma \) is a delay time (\( \gamma < 1 \)).

[27] tracked the eigenvalues by varying the Mach number. In figure 3, one trajectory (\( n = 2 \)) has been represented in the \((M, \sigma)\) plane. Note that the Strouhal number varies along such a curve. The authors observed that, for intermediate Mach numbers, the trajectory displays two local maxima in the growth rate, corresponding to the match between both mechanisms in accordance with experimental evidence.

Link between the incompressible and the compressible regimes

Initially, the feedback aeroacoustic model proposed by [18] was made to match the mode evolution as a function of the Mach number (see Eq. (4)), and was restricted to the compressible regime. In the incompressible regime, where the pressure feedback is instantaneous, its applicability remains controversial. However, in [27], the authors argue that the feedback aeroacoustic mechanism is also valid in the incompressible regime. They first showed that the frequency and the shape of the unstable global modes in the incompressible case are very similar to the ones observed at very low Mach numbers. Second, thanks to spatio-temporal (x-t) diagrams such as those displayed in figure 4, they showed that a common mechanism is at play throughout the entire range of subsonic Mach numbers, from \( M = 0 \) to \( M = 0.8 \). This figure displays the pressure of the global modes.

Figure 3 - Temporal growth rate evolution of the unstable global mode \( n = 2 \) as a function of the Mach number [27].

Figure 4 - Spatio-temporal diagrams of the modes belonging to branch \( n = 3 \) showing the pressure extracted on a segment at \( y = 0 \). Three Mach numbers are displayed: (a) \( M = 0 \), (b) \( M = 0.4 \), (c) \( M = 0.8 \).
lying on branch \(n=3\) (see Eq. (4)), extracted at the cavity mouth \((y=0)\). The leading \((x=0)\) and downstream \((x=1)\) edges of the cavity are identified by the dashed lines. The slopes of the elongated blue line patterns denote the celerity of the pressure waves. For \(x\) in \([0;1]\) and \(y=0\), the pressure of the global modes is characterized by patterns that are pressure fluctuations associated with the vortical structures of the mixing layer. For \(x \leq 0\), the patterns are uniquely due to acoustic pressure waves. For instance, considering the slope of the lines labeled \(\odot\), the convective velocity of the vortices inside the shear layer is nearly constant and independent of the Mach number value. Differences are only observed in the return speed of the feedback pressure wave (lines labeled \(\oplus\)), which is infinite for \(M=0\) and finite for \(M > 0\). This shows that the basic physics is the same for incompressible and compressible flows.

**Turbulent regimes**

The previous section dealt with laminar flows. Accounting for turbulence is necessary when dealing with an experiment such as the one that we are going to describe. Specific CFD tools are required. For the latter, we use a RANS code \((eisA, \text{the Onera CFD suite})\) for the base flow and global mode calculation. The base flow is still a steady solution of the Navier-Stokes equations, obtained from the convergence of RANS simulations. The URANS version of the code is also used to check good agreement with the experiment.

In this section, stability calculations, unsteady simulations, both based on RANS equations using the \(k-\omega\) model of Wilcox and comparison with experiment are shown. Sensitivity maps are established from both calculation and experiment. The results are extracted from [28].

**Flow configuration**

The cavity is that studied by [5], [10] and [28]. It is a deep cavity with a length-to-depth ratio of \(L/D=0.42\). The Mach number is equal to 0.76 and the Reynolds number, based on the cavity length, is equal to \(Re_L = 815000\). The boundary layer thickness at the cavity leading edge is \(\delta_0 \approx 10 \text{ mm}\). Numerical simulations were also performed, using the same geometry, with a Mach number of 0.8, a Reynolds number equal to \(Re_L = 860000\) and a turbulent upstream boundary layer thickness set at \(\delta_0 \approx 2.3 \text{ mm}\). In both cases, the reference pressure signal is \(P_{Ref}\) located at the downstream cavity edge \((x=50; z=-0.5 \text{ mm})\).

**Interpretation of the cavity dynamics with global modes**

In figure 5(a), the unstable global modes obtained from the stability calculations (see the section “Global modes: Principle”) are displayed. Within the framework of the RANS equations with the Wilcox \(k-\omega\) model, a set of conservative variables is used \((W = (\rho, \rho U, \rho E, \rho k, \rho \omega)^T)\), where \(E\) represents the total energy, \(k\) the turbulent kinetic energy, and \(\omega\) represents the specific dissipation rate. Two types of global modes are obtained: the first type called the “Kelvin-Helmholtz branch” (red circled symbols) displays modes with shear layer instabilities; the second type comprises the acoustic modes, which exhibit lower but non-zero temporal growth rates \(\sigma\), since they result from the interaction with hydrodynamic structures. These modes display an intense resonant structure inside the cavity and in the tunnel [26] and [28]. One notes the similarity between this global spectrum and the one displayed in figure 2, in the case of a laminar flow at the same Mach number \(M=0.8\), despite the huge difference in the Reynolds numbers. The frequency of the modes lying on the “Kelvin-Helmholtz branch” is similar, while the general growth rate levels are weaker in the turbulent case, due to eddy viscosity effect. In figure 6, the spatial structure of two unstable global modes is shown through the density: the first is the lowest Strouhal mode \((\sigma=0.13; St=0.40)\) (a) and the second is the most unstable mode \((\sigma=0.62; St=1.5)\) (b). Both belong to the “Kelvin-Helmholtz branch”. The mode structure is similar to the one presented in [27], displaying vortical structures in the shear layer and acoustic pressure waves with a resonance pattern inside the cavity.

Returning to figure 5(b), the spectrum of the downstream pressure sensor, \(P_{Ref}\), obtained with unsteady RANS simulations, is compared with the experimental one. Good agreement is found for the peak frequencies up to the fifth harmonic, whereas the sound pressure level is overestimated in the numerical simulation, with a difference of nearly 10 dB regarding the fundamental peak \((St = 0.4)\). In the same figure, the dashed horizontal lines represent the frequencies of the unstable global modes lying on the “Kelvin-Helmholtz branch” displayed
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in figure 5(a). Again, the agreement is very good, which proves that a global stability analysis is able to predict the frequency of the shear layer modes.

In conclusion, the main physics of the cavity, as described by the global mode approach, is very poorly dependent on turbulence. The latter only alters the growth rate of the global modes.

Figure 6 - Spatial distribution of density for the two unstable global modes (0.13; 0.40)(a) and (0.62;1.5)(b).

The passive control of cavity flows

In this last section, experimental and numerical results based on the same configuration as above are considered, with the presence of a passive control cylinder.

Figure 7 - Control map obtained by integrating the pressure spectrum of the reference sensor $P_{ref}$, located at the downstream cavity edge (50; -5) mm. All around the map, pressure spectra are displayed, comparing the reference case with the cylinder to controlled cases. The arrows indicate the cylinder position in the map for each spectrum.
Experimental control map

To make the cavity control map, the cylinder ($d=2.5$ mm) is moved within both the upstream boundary layer and the shear layer. The acoustic energy of the reference pressure sensor $P_{ref}$, located at the downstream cavity edge ((50; -5) mm), is calculated for each position of the cylinder. It is then compared with the acoustic energy of the cavity without cylinder. In figure 7, the control map of the cylinder, i.e., the ratio of the acoustic energy between the controlled and the uncontrolled situation, is displayed. In the blue regions, the control cylinder is effective in reducing the acoustic energy, while it is not in the red regions. First, we observe that, for $x<-10$ mm, the control is effective in the entire upstream boundary layer for $z/d<2$. Looking at the position $x=-5$, we retrieve the results from [10]: the control fails if $z/d \leq 0.4$ and $z/d \geq 2$. Second, the control is also effective in the upstream part of the shear layer for $z/d$ in [-0.7; 1.2] and $x$ up to 25 mm.

Sound Pressure Level spectra (in dB), comparing the reference case to the controlled cases for different cylinder positions, are also displayed in figure 7. Control may lead to a reduction of the dominant cavity tones from 160 dB to 120 dB (see control location (-10;2) mm). The control efficiency seems to be related to the strength of the Von-Karman vortex shedding, which may be monitored at $P_{ref}$. The cylinder Von-Karman frequency ($St=fd/U_{infty} = 0.2$) is visible for the control locations $(x,z)=(-70,2)$ mm and $(-10,2)$ mm, for which the control is effective. Also, it is seen that the control is ineffective when the cylinder Von-Karman frequency is not seen (see location $(x,z)=(-5,0.5)$ mm), or when the control cylinder wake does not directly interact with the mixing-layer (see location $(x,z) = (0.9)$ mm).

Hence, the control is effective when the turbulent stresses associated directly interact with the mixing-layer (see location $(x,z) = (-5,0.5)$ mm), or when the control cylinder wake does not directly interact with the mixing-layer (see location $(x,z) = (0.9)$ mm). Hence, the control is effective when the turbulent stresses associated directly interact with the mixing-layer (see location $(x,z) = (-5,0.5)$ mm), or when the control cylinder wake does not directly interact with the mixing-layer (see location $(x,z) = (0.9)$ mm).

Conclusion

In this article, we first present results concerning a laminar case: the flow over an unconfined square cavity flow at a Reynolds number of 7500. Global stability results for Mach numbers ranging from $M=0$ to $M=0.9$. By analyzing the evolution of the growth rate ($\delta$) and the frequency ($\omega$) of the unstable global modes obtained, two main observations have been made. First, the unstable modes display a local growth rate maximum, where both driving mechanisms (the feedback aeroacoustic and the acoustic resonance mechanisms) intersect. Second, the applicability of the feedback aeroacoustic mechanism at very low Mach numbers, including the incompressible regime ($M=0$), has been exemplified at different Mach numbers thanks to spatio-temporal diagrams.

Then, results from numerical simulations, including global modes, unsteady simulations, and sensitivity analysis, were compared to experimental data, with and without the passive control cylinder. It appears that the linear global stability analysis of RANS equations ($\kappa-\omega$ model of Wilcox), is able to capture the unsteady non-linear cavity flow dynamics. Finally, the sensitivity analysis succeeded in predicting the stabilization region, where the flow is controlled by means of a small control cylinder.
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